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In complex scenes, the identity of an auditory object can build up
across seconds. Given that attention operates on perceptual ob-
jects, this perceptual buildup may alter the efficacy of selective
auditory attention over time. Here, we measured identification of
a sequence of spoken target digits presented with distracter digits
from other directions to investigate the dynamics of selective
attention. Performance was better when the target location was
fixed rather than changing between digits, even when listeners
were cued as much as 1 s in advance about the position of each
subsequent digit. Spatial continuity not only avoided well known
costs associated with switching the focus of spatial attention, but
also produced refinements in the spatial selectivity of attention
across time. Continuity of target voice further enhanced this
buildup of selective attention. Results suggest that when attention
is sustained on one auditory object within a complex scene,
attentional selectivity improves over time. Similar effects may
come into play when attention is sustained on an object in a
complex visual scene, especially in cases where visual object
formation requires sustained attention.

source segregation � auditory scene analysis � spatial hearing �
streaming � auditory mixture

In everyday situations, we are confronted with multiple objects
that compete for our attention. Both stimulus-driven and

goal-related mechanisms mediate the between-object competi-
tion to determine what will be brought to the perceptual
foreground (1, 2). In natural scenes, objects come and go and the
object of interest can change from moment to moment, such as
when the flow of conversation shifts from one talker to another
at a party. Thus, our ability to analyze objects in everyday settings
is directly affected by how switching attention between objects
affects perception. Much of what we know about the effects of
switching attention comes from visual experiments in which
observers monitor rapid sequences of images or search for an
item in a static field of objects (3, 4). Although these situations
give insight into the time it takes to dis- and reengage attention
from one object to the next, they do not directly explore whether
there are dynamic effects of sustaining attention on one object
through time.

In contrast to visual objects, the identity of an auditory object
is intimately linked to how the content of a sound evolves over
time. Moreover, the process of forming an auditory object is
known to evolve over seconds (5–8). Given that attention is
object-based (9, 10), this refinement in object formation may
directly impact the selectivity of attention in a complex auditory
scene. Specifically, sustaining attention on one object in a
complex scene may yield more refined selectivity to the attended
object over time. In turn, switching attention to a new object may
reset object formation and therefore reset attentional selectivity.
If so, the cost of switching attention between objects may not
only be related to the time required to dis- and reengage
attention (3, 11, 12) but also to the time it takes to build up an
estimate of the identity of an object in a scene.

In the current study, we measured how switching spatially
directed attention influenced the ability to recall a sequence of
spoken digits. Five loudspeakers were distributed horizontally in

front of the listener. Listeners identified sequences of four digits
presented either from one loudspeaker or from a different
loudspeaker chosen randomly on each digit, with visual cues
indicating the target loudspeaker at each temporal position in
the sequence. The remaining four loudspeakers presented si-
multaneous distracter digits. To explore whether continuity of a
nonspatial feature influenced performance, we tested conditions
in which the target voice changed from digit to digit (Exp. 1) as
well as conditions under which the target voice was the same
from digit to digit (Exp. 2). We investigated the time course of
the cost of switching attention by testing four different overall
rates of presentation, obtained by varying the silent delays
inserted between each digit in the sequence (0, 250, 500, or 1,000
ms). To determine whether advance knowledge of where to
redirect spatial attention ameliorated some of the cost of switch-
ing attention, we compared conditions under which the visual
indicator of target location was turned on synchronously with the
digits to those in which the visual cue preceded the auditory
stimuli by the corresponding interdigit delay.

Results suggest that sustaining attention on one continuous
auditory stream leads to refinements in selective attention over
time. This refinement in selective attention is lost when attention
switches to a new object, adding to the cost of switching attention
between objects in a complex scene.

Results
In both experiments at all interdigit delays, mean performance
was better when the spatial location of the target did not change
between digits (the ‘‘fixed’’ condition, F) than when listeners had
to instantaneously switch attention to a new location for each
digit (the ‘‘switching, LED synchronous’’ or SS condition) (Fig.
1, compare squares and circles). Moreover, performance in the
SS condition tended to be better at slower presentation rates
than at faster rates, when there was time to dis- and reengage
spatially directed attention to the new digit position. The cost of
switching spatial attention to a new location was thus positive in
both experiments for all presentation rates and decreased with
decreasing presentation rate (Fig. 2, circles). However, even at
the slowest presentation rate, when there was 1 s of silence
between subsequent digits, a switching cost was evident. In
general, continuity of voice across digits (Exp. 2) (Figs. 1 Lower
and 2 Lower) increased the cost of switching spatial attention
compared with when voice quality changed between target digits
(Exp. 1) (Figs. 1 Upper and 2 Upper). This improvement with
voice continuity was especially pronounced at the shortest
interdigit delays, where the temporal continuity between the
target digits was greatest.
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We predicted that providing spatial information in advance
during the gaps between digits in the target sequence would
eliminate the cost of switching spatial attention. In the ‘‘switch-
ing, LED leading (SL)’’ condition, the LEDs were turned on at
the beginning of the silent gap preceding a target digit (see
Materials and Methods). Surprisingly, when the target voice
switched between target digits (Exp. 1), there was no reduction
in the cost of switching spatial attention with advance warning
about where the next target digit would be (Figs. 1 Upper and 2
Upper, compare circles and triangles). In contrast, when the
target voice was fixed throughout a trial (Exp. 2), the cost of
switching spatial attention was reduced, but not eliminated, by
advance knowledge of target location (Figs. 1 Lower and 2 Lower,
compare circles and triangles).

An examination of performance as a function of temporal
position within the four-digit sequence revealed that the cost
associated with switching the target location was not constant
across time (Fig. 3). For the switching conditions, performance
tended to be better for the first and last digit (see roughly
U-shaped functions in Fig. 3, circles and triangles), consistent
with typical primacy/recency effects on memory tasks. In con-
trast, for the F condition, the first digit was identified the most
poorly and the remaining three digits were identified with
increasing accuracy (Fig. 3, squares). In other words, the cost of
switching spatially directed attention tended to increase through-
out the duration of the sequence. This was particularly true for
the faster rates when the target voice was held constant (Fig. 3
Lower, two left plots).

Statistical comparison of performance in the F and SS con-
ditions revealed significant main effects of condition [F(1, 4) �
19.6, P � 0.05], delay [F(3, 12) � 20.9, P � 0.001], and temporal

position [F(3, 12) � 7.9, P � 0.005], as well as significant two-way
interactions between condition and delay [F(3, 12) � 7.0, P �
0.01], condition and temporal position [F(3, 12) � 11.8, P �
0.05], and delay and temporal position [F(9, 36) � 2.4, P � 0.05]
in Exp. 1. In Exp. 2, significant main effects of condition [F(1,
4) � 55.8, P � 0.005], delay [F(3, 12) � 22.4, P � 0.001], and
temporal position [F(3, 12) � 10.7, P � 0.005] were found. All
two-way interactions were also significant [condition and delay:
F(3, 12) � 38.0, P � 0.001; condition and temporal position: F(3,
12) � 40.3, P � 0.001; delay and temporal position: F(9, 36) �
3.7, P � 0.005], as was the three-way interaction [F(9, 36) � 5.9,
P � 0.001].

The influence of the preceding visual cue (compare circles and
triangles in Fig. 3) was negligible for all temporal positions in
Exp. 1 but led to improved performance in Exp. 2 for later
temporal positions and longer delays. This was supported by
statistical comparison of performance under the SS and SL
conditions, which found a significant main effect of delay in Exp.
1 [F(2, 8) � 6.4, P � 0.05] but no other significant effects or
interactions, and significant main effects of condition [F(1, 4) �
42.7, P � 0.005] and delay [F(2, 8) � 16.5, P � 0.005] in Exp. 2,
as well as significant two-way interactions between condition and
temporal position [F(3, 12) � 6.7, P � 0.01] and delay and
temporal position [F(6, 24) � 3.8, P � 0.01], and a significant
three-way interaction [F(6, 24) � 2.8, P � 0.05].

An analysis of incorrect responses revealed that subjects had
a tendency to report digits that were presented from loudspeak-
ers adjacent to the target loudspeaker when they did not
correctly identify the target (Fig. 4 Upper). Responses to masker
digits decreased as the distance between the masker loudspeaker
and the cued, target loudspeaker increased. The number of
responses that did not correspond to either the target digit or one
of the simultaneous masker digits was relatively low (‘‘rand’’;
note that if subjects randomly guessed among all possible
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Fig. 1. Overall performance is best when spatial location is fixed between
digits; moreover, even up to 1 s of advance knowledge of where to direct
spatial attention does not overcome the cost of switching spatial attention.
Across-subject mean scores (�SEM) for Exp. 1, where the target voice switches
between digits (Upper), and Exp. 2, where the target voice is fixed across digits
(Lower). Data are plotted as a function of interdigit delay for conditions F
(squares and solid lines), SS (circles and dotted lines), and SL (triangles and
dashed lines).
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Fig. 2. The cost of switching spatial attention decreases with interdigit delay
but is always positive. Moreover, the cost of switching tends to be greater
when voice quality is fixed between digits (Exp. 2) (Lower) than when the voice
changes between digits (Exp. 1) (Upper), especially at short interdigit delays.
Each plot shows the across-subject mean difference in performance (�SEM)
between condition F and each of the conditions SS (circles and dotted lines)
and SL (triangles and dashed lines).
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answers when they were unsure of the target digit, this kind of
error would be the most common). In the F condition, the
improvement in performance across time came about primarily
from a decrease in responses to digits presented from masker
loudspeakers (Fig. 4 Lower).

Discussion
When identifying speech in the presence of competitors, atten-
tion to features such as voice and location can guide selective
attention (13–18). The current results demonstrate that conti-
nuity of these perceptual features, which help define an object’s
identity, lead to improvements over time in the ability to select
a target sequence from a complex acoustic scene. We suggest
that this improvement in selective attention occurs because
attention operates on perceptual objects, and the identity of an
acoustic object in a complex scene depends on evidence acquired
over the course of several seconds. Of course, feature-based
attention could also account for the basic pattern of our results,
but only if listeners can direct attention to multiple features
simultaneously.

Slowing the presentation rate of a sequence of target digits
reduces some of the cost associated with switching, consistent
with there being a finite time required to disengage and then
reengage attention (19, 20). However, delays as long as 1 s did
not eliminate the cost of switching attention, suggesting that this
cost was not entirely due to the time required to redirect
attention. Moreover, performance improved over time for a
target with continuity of perceptual features; disrupting object
continuity reset this across-time refinement. Spatial continuity

can also enhance auditory selective attention over much longer
time scales (21). These results suggest that listeners refine
selective auditory attention over time in a complex acoustic
mixture.

The pattern of errors observed in these experiments shows
that listeners were particularly susceptible to reporting masker
words that occurred simultaneously from locations adjacent to
the target. This pattern of errors is consistent with a popular
model of spatial attention in which attention is directed via a
tuned filter having a spatial focus and some finite spatial extent
(e.g., see refs. 22 and 23). For the task and conditions tested here,
it appears that the spatial attentional filter is sufficiently broad
that adjacent locations are imperfectly rejected. However, we
also find that the spatial filter becomes more focused over time
when the target location is fixed from digit to digit (see also ref.
24).

Comparison of results from Exps. 1 and 2 suggests that
continuity of voice enhances the benefit of spatial continuity of
the target sequence (i.e., the cost of switching is greater in Exp.
2 than in Exp. 1) (Fig. 2, compare Upper with Lower). This
enhancement is greatest when interdigit delays are brief and the
target digit sequence is relatively connected (continuous) across
time. As noted above, feature-based attention could help explain
these results; however, it is difficult to see how feature-based
attention could account for this effect of stimulus timing. We
find that any manipulation that enhances object formation
causes an improvement in selective attention over time, whether
it is continuity of a stimulus feature (spatial location, voice
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Fig. 3. When the target sequence is continuous in spatial location, perfor-
mance improves from digit to digit, an effect that is enhanced when the target
voice quality is continuous between digits. Across-subject mean scores (�SEM)
as a function of temporal position for Exp. 1 (with random voice) (Upper) and
Exp. 2 (with fixed voice) (Lower). The four plots within each row show data for
the four different interdigit delays. Data are plotted as a function of temporal
position within the target sequence for F (squares and solid lines), SS (circles
and dotted lines), and SL (triangles and dashed lines).

     

5

10

15

Exp. 1:
Random voice

 

  

 

 

 

 
Exp. 2:

Fixed voice

 

 

1 2 3 4 rand

5

10

15

0

Loudspeakers from target 

P
er

ce
nt

 r
es

po
ns

es

1 2 3 4 rand

 

 

 

 

 

 

1
2
3
4

Fixed (F):
digit position

F
SS
SL

Fig. 4. Spatially directed attention filters out sources from the wrong
direction, and this filtering becomes more refined over time when target
location is fixed across digits. (Upper) Percentage of responses that corre-
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presented digits are shown at the far right (rand). Responses are pooled across
all subjects and all delays for F (squares and solid lines), SS (circles and dotted
lines), and SL (triangles and dashed lines). (Lower) Incorrect responses in the
F condition as a function of distance between the target loudspeaker and the
loudspeaker presenting the reported digit for each temporal position within
the sequence (light to dark gray showing results for target digits 1–4). Re-
sponses are pooled across all subjects and all delays.
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quality) or a rapid presentation rate. Thus, parsimony favors the
hypothesis that selective attention becomes increasingly more
effective as object formation builds.

When the target sequence has spatial continuity and maximal
voice continuity (Fig. 3 Lower, leftmost plot), performance for
the first digit in the sequence is better than when spatial location
changes between digits. This kind of effect can only be explained
if the overall difficulty of a trial impacts how well the first digit
of the target sequence is recalled at the conclusion of the trial,
because the subject has no advance knowledge about the target
location or target voice for the first digit in either the F or SS
conditions. This result suggests that attentional demands are
smallest when the target sequence is temporally connected,
continuous in voice quality, and from a fixed location, leaving
more resources for storage and recall of the sequence. This effect
undoubtedly depends on overall memory demands of the task,
and thus is likely to vary with the length of the target sequence
as well as the listener’s knowledge about when the sequence will
end.

These findings shed light on why, in listening environments
such as noisy parties or restaurants, it is more difficult to follow
a conversation involving many people (where the relevant talker
often and unexpectedly changes locations) than to focus on one
talker (at one location) exclusively. In addition, these results may
have implications for visual attention in tasks where object
formation and target segmentation is challenging, or where the
identity of a visual object depends on continuity of visual
features over time (25).

Materials and Methods
Subjects. Five subjects (2 male, 3 female, aged 23–39 years) participated in Exp.
1. Five subjects (2 male, 3 female, aged 24–30 years) participated in Exp. 2, two
of whom had participated in Exp. 1 before commencing Exp. 2 (S1 and S2).
Subjects S1 and S2 were also two of the experimenters and had previously
participated in several similar experiments. The other subjects were paid for
their participation. All subjects were screened to ensure that they had normal
hearing (within 10 dB) for frequencies between 250 Hz and 8 kHz. Experiments
were approved by the Boston University Charles River Campus Institutional
Review Board.

Environment. The experiments took place in a single-walled Industrial Acous-
tics Company booth with interior dimensions of 12�4� � 13� � 7�6� (length �
width � height), with perforated metal panels on the ceiling and walls and a
carpeted floor (for an acoustic analysis of this environment, see ref. 26). The
subject was seated on a chair in the center of the room. A head rest attached
to the back of the chair cradled the neck and the back of the head to minimize
head movements. No instructions were given to subjects regarding eye fixa-
tion during stimulus delivery, and eye movements were not measured. Stimuli
were presented via five loudspeakers (215PS; Acoustic Research) located on a
horizontal arc �5 ft from the subject at the level of the ears. The loudspeakers
were positioned within the visual field of the subject, at lateral angles of �30°,
�15°, 0°, 15°, and 30°. Subjects indicated their response by using a handheld
keypad with an LCD display (QTERM). The booth was kept dark during the
experiment, except for a small lamp placed on the floor behind the subject,
which helped him or her to see the keypad.

Digital stimuli were generated and selected via a PC located outside the
booth, and fed through five separate channels of Tucker-Davis Technologies
hardware. Signals were converted at 20 kHz by a 16-bit D/A converter (DA8),
attenuated (PA4), and passed through power amplifiers (Tascam) before
presentation to the loudspeakers. Each loudspeaker had an LED affixed on its
top surface, which could be turned on and off via the PC with a custom-built
switchboard. MATLAB (Mathworks) software was used for stimulus genera-
tion, stimulus presentation, data acquisition, and analysis.

Stimuli. Stimuli consisted of the digits 1–9 spoken by 15 different male talkers
from the TIDIGIT database (27). The mean duration of the set of digits was 434
ms (�103 ms). For each trial, five different sequences of four digits were
presented simultaneously from the five spatially separated loudspeakers. For
each of the four temporal positions in the sequence, the five digits were
chosen randomly with the limitation that they were all different and spoken
by a different talker. Digits were presented with synchronous onsets and were

zero-padded at the end so that within each temporal position; all were the
length of the longest digit in that particular position.

One digit in each temporal position was designated as the target, with the
four targets in the different temporal positions making up the target se-
quence. In each temporal position, one of the five LEDs was illuminated to
indicate which loudspeaker contained the target. In the fixed condition (Fig.
5 Upper), this was the same loudspeaker for the whole sequence (although the
loudspeaker varied randomly from trial to trial). In the two switching condi-
tions (Fig. 5 Lower), the target loudspeaker was different in each temporal
position so that the four digits in the sequence came from four different
loudspeakers.

Conditions. In different experimental blocks, the sequences in a trial were
presented with a different delay between the four digits (0, 250, 500, or 1,000
ms). This gave rise to average presentation rates of 2.3, 1.5, 1.1, and 0.7 words
per second, respectively (although the variable digit lengths meant that the
rhythm was not perfectly regular).

In the F and SS conditions, the LED turned on and off synchronously with the
onset and offset of the digits in each temporal position. In the SL condition,
the LED came on before the digits in each temporal position, with a lead time
equal to the interdigit delay.

In Exp. 1, the voices were chosen randomly for each temporal position with
the constraint that the same voice was not presented simultaneously from
more than one loudspeaker. As a result, the target voice varied randomly
throughout a target sequence. In Exp. 2, the four target digits in a sequence

4 9 2 6 1 4 9 2 6 1 

1 8 7 6 5 1 8 7 6 5 

4 3 9 2 5 4 3 9 2 5 

5 6 8 2 1 5 6 8 2 1 

Time 

Fixed (F) 

Switching (SS, SL) 

4 9 2 6 1 

1 8 7 6 5 

4 3 9 2 5 

5 6 8 2 1 

Time 

Fig. 5. Schematic of the auditory and visual stimuli for the fixed and
switching conditions. Five different digits were presented simultaneously
from the five loudspeakers (circles) in each of four temporal positions of the
stimulus. During each of the four temporal positions, the LED on one loud-
speaker was illuminated (filled circle) to indicate the target digit. (Upper) In
the fixed condition, the target digit came from the same loudspeaker in each
of the temporal positions. (Lower) In the switching conditions, the target
came from a different random loudspeaker in each temporal position. The
visual cue from the target LED came on simultaneously with the auditory
stimuli in the F and SS conditions but preceded the auditory stimuli in the SL
condition (diagram not shown).

13176 � www.pnas.org�cgi�doi�10.1073�pnas.0803718105 Best et al.



were spoken by the same voice (chosen randomly on each trial). The maskers
were chosen from the remaining 14 voices (separately for each temporal
position).

Procedures. In an experimental test, the subject’s task was to follow the LEDs
and report the four-digit target sequence. Responses were entered by using
the handheld keypad after the entire stimulus was finished. Subjects were
forced to respond with a four-digit sequence and were instructed to guess the
content for any digit that they did not hear. The sequence was scored on a
per-digit basis in all analyses.

Each subject completed five sessions in an experiment, each on a separate
day. A session consisted of one block of trials per combination of condition (F,
SS, and SL) and delay (0, 250, 500, and 1,000 ms). Because the SS and SL
conditions were identical for the 0-ms delay, there were 11 blocks of trials in
total. The order of the blocks was random and different between sessions and
subjects. A message on the keypad at the beginning of each block indicated
which condition and delay would be presented in that block. Each block
consisted of 40 trials.

Subjects did not complete any formal practice blocks, but were given
exemplars of the stimuli to listen to while the experiment was being
explained.

Statistical Analyses. The percentage correct data were arcsin transformed and
submitted to two repeated measures ANOVAs. The first examined the effect
of switching and had factors of condition (F and SS), interdigit delay (0, 250,
500, and 1,000 ms), and temporal position (1–4). The second compared
performance in the two switching conditions using only the data that were
independent (i.e., excluding the 0-ms delay).
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